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**Abstract**

In recent decades, the field of efficiency analysis has advanced significantly, especially in evaluating decision-making units (DMUs) across diverse sectors like finance, healthcare, education, and manufacturing. Data Envelopment Analysis (DEA) offers a non-parametric approach to assess the relative efficiency of DMUs by comparing their input-output relationships. Despite its widespread adoption, traditional DEA approaches face challenges in capturing intricate patterns and structures in complex datasets, such as overfitting and handling nonlinearity. With the emergence of machine learning (ML) techniques, there is an opportunity to enhance DEA's capabilities by leveraging ML's computational power and flexibility. This integration can potentially improve the accuracy, robustness, and interpretability of efficiency assessments, advancing performance analysis. By combining ML algorithms with DEA, researchers can develop innovative methodologies to address existing limitations and explore new avenues for efficiency analysis. Our paper contributes to this endeavor by introducing a hybrid methodological framework that integrates DEA with ML classification techniques, specifically Support Vector Machines and Neural Networks. We demonstrate the practical implications of this integration through an empirical example grounded on PISA (Programme for International Student Assessment) data. This new synergy between DEA and ML holds promise to further transform efficiency evaluation and enhancing our understanding of complex systems in production.
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1. **Introduction**

In recent decades, the field of efficiency analysis has witnessed significant advancements, particularly in the evaluation of decision-making units (DMUs) across various sectors such as finance, healthcare, education, and manufacturing. One prominent methodology that has garnered substantial attention is Data Envelopment Analysis (DEA), initially introduced by Charnes, Cooper, and Rhodes in the late 1970s (Charnes et al., 1978). DEA offers a non-parametric approach to assess the relative efficiency of DMUs by comparing their input-output relationships. The fundamental premise of DEA lies in its ability to evaluate the efficiency of DMUs that operate under multiple inputs and outputs, without imposing restrictive assumptions about functional forms or underlying distributions. This characteristic makes DEA particularly appealing for analyzing complex real-world systems where the relationships between inputs and outputs may be nonlinear or unknown. Over the years, DEA has been applied to diverse domains, including banking (Seiford & Zhu, 2002), healthcare (Olesen et al., 2007), and environmental performance assessment (Zhou et al., 2008), among others.

However, despite its widespread adoption and commendable performance, traditional DEA approaches may encounter limitations in capturing the intricate patterns and structures inherent in complex datasets. One notable challenge lies in the potential for overfitting, wherein the model captures noise or idiosyncratic features in the data rather than true underlying relationships (Esteve et al., 2020). This issue is particularly pronounced in DEA when dealing with high-dimensional datasets or when the number of DMUs is relatively small compared to the number of inputs and outputs (Charles et al., 2019). Overfitting in DEA can lead to inflated efficiency scores for certain DMUs, thereby distorting the assessment of relative efficiency and potentially misleading decision-makers. Moreover, traditional DEA models rely on linear programming techniques to estimate efficiency scores, which may not adequately capture nonlinear relationships or interactions among inputs and outputs. As a result, the model may overlook nuanced patterns in the data, leading to biased efficiency estimates. Another significant limitation of traditional DEA is its deterministic nature. Traditional DEA models produce a single efficiency score for each DMU based on the observed input-output data, without accounting for uncertainties or variability inherent in real-world systems. This deterministic approach fails to acknowledge the stochastic nature of many decision-making processes. The deterministic nature of DEA overlooks inherent variability in input and output data, which may arise due to measurement errors, random fluctuations in production processes, or external factors beyond the control of the DMU. Moreover, the deterministic framework of traditional DEA precludes the incorporation of risk considerations into efficiency analysis. Decision-makers in practical settings often face uncertain environments where outcomes are subject to randomness or unpredictability. By neglecting uncertainty, traditional DEA models provide a narrow perspective on efficiency that fails to account for the associated risks and trade-offs inherent in decision-making.

With the advent of machine learning techniques, there exists a compelling opportunity to enhance the capabilities of DEA by leveraging the computational power and flexibility offered by these methods. By integrating machine learning algorithms with DEA, researchers can potentially improve the accuracy, robustness, and interpretability of efficiency assessments, thereby advancing the state-of-the-art in performance analysis. In the era of Artificial Intelligence (AI), where machine learning algorithms permeate various aspects of our lives, there arises an imperative for scientific inquiry to bridge disciplinary boundaries and foster interdisciplinary collaborations. However, despite its remarkable achievements, the full potential of machine learning remains untapped unless integrated synergistically with other domains of knowledge.

In this context, it becomes almost a scientific duty to create the necessary bridges between machine learning and other fields, such as Data Envelopment Analysis. The combination of machine learning and DEA holds immense promise for enhancing our understanding of efficiency dynamics in real-world settings. Machine learning algorithms can complement DEA by providing advanced techniques for, for example, data preprocessing (Chen et al., 2014), variable importance measurement (Valero-Carreras et al., 2024), and the treatment of the curse of dimensionality (Esteve et al., 2023), thereby facilitating more accurate and comprehensive efficiency assessments. Moreover, machine learning models can capture nonlinear relationships and interactions among inputs and outputs, addressing one of the key limitations of traditional DEA approaches.

In the literature, several bridges between machine learning (ML) and Data Envelopment Analysis (DEA) have already been established. However, we have identified certain gaps that we believe our approach introduced in this paper can address. Before mentioning these gaps, we briefly review the main contributions related to ML and DEA. As we are aware, in the literature, there are two predominant streams of research that explore the integration of machine learning with Data Envelopment Analysis[[1]](#footnote-1). The first stream focuses on adapting existing ML techniques to ensure that the predictive function, typically representing a production function in our context, complies with various shape constraints such as monotonicity or concavity. Researchers in this stream leverage techniques from ML, such as support vector machines (SVM), neural networks, or decision trees, to develop models that capture the underlying relationships between inputs and outputs by imposing shape constraints on the predictive function. Some of these contributions are the following: Kuosmanen and Johnson (2010) demonstrated a novel connection between DEA and least-squares regression, introducing Stochastic Non-smooth Envelopment of Data (StoNED). Parmeter and Racine (2013) proposed innovative smooth constrained nonparametric frontier estimators, incorporating production theory axioms. Daouia et al. (2016) introduced a method using constrained polynomial spline smoothing for data envelope fitting, enhancing precision and smoothness. Esteve et al. (2020) developed Efficiency Analysis Trees (EAT), improving production frontier estimation through decision trees. Valero-Carreras et al. (2021) introduced Support Vector Frontiers (SVF), adapting Support Vector Regression for production function estimation. Aparicio et al. (2021) provided an overview of EAT for estimating production frontiers using ML techniques. Olesen and Ruggiero (2022) proposed hinging hyperplanes as a nonparametric estimator for production functions. Guerrero et al. (2022) introduced Data Envelopment Analysis-based Machines (DEAM) for estimating polyhedral technologies. Valero-Carreras et al. (2022) adapted SVF for multi-output scenarios, improving efficiency measurement. Guillen et al. (2023a, 2023b, 2023c) introduced boosting techniques for efficiency estimation in different scenarios. Tsionas et al. (2023) proposed a Bayesian Artificial Neural Network approach for frontier efficiency analysis. Liao et al. (2024) proposed Convex Support Vector Regression (CSVR) to improve predictive accuracy and robustness in nonparametric regression. On the other hand, the second stream of literature adopts a two-stage approach to integrate DEA with ML techniques. In the first stage, researchers apply a pre-existing DEA model, such as the output-oriented radial model, to compute efficiency scores for each observation in the sample (DMUs). In the second stage, the efficiency scores obtained from DEA are treated as the response variable in a regression model based on standard ML techniques (without shape constraints). The original inputs and outputs, along with potentially additional environmental variables, serve as predictor variables in the regression model. By incorporating ML techniques to the performance evaluation framework, researchers aim to develop more robust and accurate predictive models for assessing efficiency. Some of these contributions are the following: Emrouznejad & Shale (2009) explored a novel approach by combining a neural network with Data Envelopment Analysis (DEA) to address the computational challenges posed by large datasets. Liu et al. (2013) compared standard DEA, three-stage DEA, and neural network approaches to measure the technical efficiency of 29 semi-conductor firms in Taiwan. Fallahpour et al. (2016) presented an integrated model for green supplier selection under a fuzzy environment, combining DEA with genetic programming to address the shortcomings of previous DEA models in supplier evaluation. Kwon et al. (2016) explored a novel method of performance measurement and prediction by integrating DEA and neural networks. The study used longitudinal data from Japanese electronics manufacturing firms to show the effectiveness of this combined approach. Aydin & Yurdakul (2020) introduced a three-staged framework utilizing Weighted Stochastic Imprecise Data Envelopment Analysis and ML algorithms to assess the performance of 142 countries against the COVID-19 pandemic. Tayal et al. (2020) presented an integrated framework for identifying sustainable manufacturing layouts using Big Data Analytics, Machine Learning, Hybrid Meta-heuristic and DEA. The paper by Nandy & Singh (2020) presented a hybrid approach utilizing DEA and Machine Learning, specifically the Random Forest (RF) algorithm, to evaluate and predict farm efficiency among paddy producers in rural eastern India. Zhu et al. (2021) proposed a novel approach that combines DEA with ML algorithms to measure and predict the efficiency of Chinese manufacturing companies. Jomthanachai et al. (2021) proposed an integrated method combining Data Envelopment Analysis and Machine Learning for risk management. Boubaker et al. (2023) proposed a novel method for estimating a common set of weights based on regression analysis (such as Tobit, LASSO, and Random Forest regression) for DEA to predict the performance of over 5400 Vietnamese micro, small and medium enterprises. Amirteimoori et al. (2023) introduced a novel modified Fuzzy Undesirable Non-discretionary DEA model combined with artificial intelligence algorithms to analyze environmental efficiency and predict optimal values for inefficient Decision-Making Units (DMUs), focusing on CO2 emissions in forest management systems. Lin & Lu (2024) presented a novel analytical framework utilizing inverse Data Envelopment Analysis and ML algorithms to evaluate and predict suppliers' performance in a sustainable supply chain context.

Both streams of research have contributed valuable insights and methodologies for integrating ML with DEA. However, despite these advancements, there remain certain gaps and limitations that we aim to address in this paper. Specifically, the methodological innovations introduced in this article align more closely with the second stream of the literature than the first one. Techniques within this second group take a smart approach by using the DEA score obtained in the first stage as the response variable in the second stage. However, this strategy poses significant challenges in uncertain, indeterminate, and noisy contexts, where distinguishing between 0.9 and 1.0 regarding efficiency score is difficult. Moreover, techniques in this second group use the same DEA efficiency score determined for each DMU in the first stage as the final evaluation for efficiency of the observations. Therefore, the efficiency evaluation of the data sample is not 'improved' by incorporating ML techniques in the second stage and, therefore, the corresponding ranking of DMUs remains the same as the original one. These are the two gaps we identify and aim to address in this paper. In this sense, and for the first time in the literature, we will use a classification model rather than a regression model in the second stage of the approach that combines DEA and ML. In fact, we will employ a standard DEA model in the first stage to identify, through Pareto-dominance efficiency evaluation, a labelling that distinguishes between efficient and inefficient units. And, in the second stage, we will attempt to predict this label using all variables of the problem. Additionally, our approach will allow us to modify the measurement of the degree of efficiency of observations, as the efficiency score will be calculated using an eXplainable Artificial Intelligence (XAI) method based on the use of a counterfactual: technical inefficiency will be defined for an inefficient DMU as the minimum changes required in inputs and outputs (or in a certain direction depending on the model orientation and other factors) to change from the inefficient label to the efficient label. Additionally, we aim to demonstrate that DEA can be viewed as a particular case of our approach in the sense that the DEA frontier could be interpreted as the separating surface in the input-output space of the two existing classes (labels): efficient units vs. inefficient units; with the peculiarity of having all efficient DMUs located on the separating surface (the efficient frontier). Therefore, the conceptual foundation motivating the formulation of our counterfactual method aligns with the principles underpinning the conventional approach for quantifying inefficiency in DEA. This entails projecting inefficient units onto the DEA technology frontier until reaching a state where they no longer deviate from the production possibility set (achieving efficiency).

Moreover, the determination of variable (inputs and outputs) importance within DEA models has been pivotal in the literature. As highlighted by Banker and Morey (1986), comprehending the significant contributing factors to relative efficiency empowers organizations to channel efforts towards areas where substantial improvements can be achieved. Moreover, as suggested by Thanassoulis et al. (2015), identifying the most relevant variables not only facilitates strategic decision-making but also provides valuable insights for optimal resource allocation and the implementation of continuous improvement measures. Hence, the assessment of variable importance in the production process is fundamental for maximizing efficiency and productivity across various industries. In this line, another of our objectives is to enhance the methodological framework for determining variable importance in DEA models. While existing studies have provided valuable insights into the significance of variables (Pastor et al., 2002), there is still room for refinement and advancement. Specifically, by incorporating advanced machine learning algorithms, we seek to provide more robust and accurate assessments of variable importance, thereby enabling organizations to make informed decisions and drive continuous improvement initiatives effectively.

This paper aims to explore the synergies between DEA and machine learning techniques, elucidating the potential benefits of their integration in the context of efficiency evaluation. Specifically, we discuss various approaches for combining DEA with machine learning within the category of classification models, introducing a new hybrid framework that integrates both techniques. The paper is structured as follows: In Section 2, we provide background information on Data Envelopment Analysis (DEA) and the two machine learning techniques we will utilize, namely Support Vector Machines (SVM) and Neural Networks. Section 3 introduces our novel approach, which integrates DEA with these two classification techniques, aiming to enhance efficiency assessment for decision-making units (DMUs). We demonstrate the practical implications of this integration and its implications for decision-making and policy formulations through an empirical example based on PISA (Programme for International Student Assessment) in Section 4. Section 5 concludes and points out further research lines.

1. **Background**

This background section provides a concise yet comprehensive overview of DEA and the main ML techniques that we will apply in this paper (Support Vector Machines and Neural Networks).

* 1. **Data Envelopment Analysis**

Data Envelopment Analysis (DEA) is a non-parametric method widely used for evaluating the relative efficiency of decision-making units (DMUs) in various fields, including economics, finance, and operations research. It was first introduced by Charnes et al. (1978). DEA offers a powerful framework for assessing the efficiency of DMUs that convert multiple inputs into multiple outputs. DEA operates under the assumption of constant returns to scale (CRS) or variable returns to scale (VRS). VRS is particularly suitable for analyzing real-world production processes, where economies of scale may vary across different units.

In this paper, we are going to explore the evaluation of *n* units regarding their technical efficiency. These units, which could be firms or organizations, are referred to as Decision-Making Units (DMUs). They utilize various inputs ![](data:image/x-wmf;base64,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), such as resources, to generate outputs ![](data:image/x-wmf;base64,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), like goods or services; where vectors are represented by letters that are in bold typeface. In a conceptual framework, the term ‘technology’ (also called production possibility set) encompasses all feasible input-output combinations. This concept is typically represented as:
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Within the existing body of literature, numerous technical efficiency measures are available for application through the utilization of DEA (refer, for instance, to Pastor et al., 2012). In light of this, our focus is directed towards a prevalent measure, namely, the output-oriented radial model:
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Under the output-oriented radial model, a DMU with a score of one is considered fully efficient, indicating that it operates on the efficiency frontier. Conversely, a radial measure greater than one implies inefficiency relative to the reference technology, with a bigger value indicating a worse degree of efficiency. The radial measure provides valuable insights into the performance of individual DMUs and can guide decision-makers in identifying opportunities for improvement.

* 1. **Two well-known Machine Learning Techniques for Classification**

In this subsection, we briefly outline the fundamentals of the two machine learning techniques that will be employed throughout the article (Support Vector Machines, SVM, and Neural Networks, NN), as well as eXplainable Artificial Intelligence (XAI). SVM is a powerful supervised learning algorithm used for classification and regression tasks. It works by finding the hyperplane that best separates the data points into different classes while maximizing the margin between classes. On the other hand, NN are a class of deep learning algorithms inspired by the structure and function of the human brain. They consist of interconnected layers of neurons that process input data through nonlinear transformations to learn complex patterns and relationships. By understanding the underlying principles of SVM and NN, we can try to harness their capabilities to complement the DEA framework.

* + 1. **Support Vector Machines**

Support Vector Machines stand as a stalwart within the machine learning arsenal, revered for their versatility and robust performance, particularly in classification tasks. A classification problem is distinguished from a regression problem by the nature of the target variable. In classification, the target variable is categorical and represents membership in a discrete class or category, whereas in regression, the target variable is continuous and represents a numerical quantity. For example, consider a classification problem where we aim to predict whether an email is spam or not spam based on various message features such as the frequency of certain keywords, text length, and the presence of hyperlinks. Here, the target variable would be binary: spam or not spam. Conversely, in a regression problem, we might want to predict the price of a house based on features like size, location, and number of bedrooms, where the target variable would be the price, a continuous quantity. In this paper, we will focus our attention on the context of binary classification: efficient units vs inefficient units. In this regard, this section offers a brief exploration of the main elements of SVM when it is used for classification tasks.

At its core, SVM operates on the principle of identifying an optimal hyperplane that effectively separates data points belonging to distinct classes (usually two classes or labels) in the feature space. This hyperplane is strategically positioned to maximize the margin, representing the perpendicular distance between the hyperplane and the closest data points from each class, known as support vectors. The seminal work of Vapnik and Cortes (1995) in the early 1990s laid the theoretical groundwork for SVM, emphasizing the importance of maximizing the margin to enhance generalization performance and avoids overfitting problems.
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Furthermore, SVM offers a means to assess the importance of predictors in predicting the response variable. By analyzing the coefficients associated with each predictor in the trained SVM model, one can gauge the relative influence of different features on the classification outcome. This feature importance analysis provides valuable insights into the underlying data dynamics, guiding feature selection and model interpretation efforts.

To illustrate the practical application of SVM in classification, consider a dataset comprising two classes, depicted by red and blue points in a two-dimensional feature space. Figure 1 showcases this scenario, where the circles denote the support vectors, the solid line represents the decision boundary, and the dashed lines delineate the margins.

![Figure 1: SVM Classification Example](svm\_classification\_example.png)

In Figure 1, the decision boundary (solid line) adeptly separates the red and blue points, with the margins (dashed lines) maximized through strategic placement of support vectors (circles). This example illustrates SVM's capability to discern intricate decision boundaries in high-dimensional feature spaces; evidence to its robustness in handling complex classification tasks.

* + 1. **Neural Networks**

Neural Networks represent a cornerstone in the field of machine learning, heralded for their ability to learn complex patterns and relationships from data (LeCun et al., 2015; Goodfellow et al., 2016). In this subsection, we briefly delve into the application of Neural Networks in the context of classification tasks, highlighting their versatility, theoretical foundations, and practical implications.

Neural Networks are inspired by the structure and function of the human brain, comprising interconnected layers of artificial neurons or nodes. The core principle underlying Neural Networks is the process of forward propagation, where input data is sequentially passed through multiple layers of neurons, each layer applying a set of weights and activation functions to produce an output. Through an iterative process known as backpropagation, Neural Networks adjust the weights of connections between neurons based on the error between predicted and actual outputs, thereby minimizing a certain loss function and improving predictive accuracy. In this sense, activation functions play a crucial role in Neural Networks by introducing non-linearity into the model, enabling it to capture complex relationships within the data. Common activation functions include the sigmoidal function, hyperbolic tangent (tanh) function, and rectified linear unit (ReLU) function. Each activation function introduces different properties to the model, influencing its ability to learn and generalize from data.

Similar to SVM, the performance of Neural Networks hinges on the selection of hyperparameters such as the number of layers, the number of neurons per layer, learning rate, and regularization parameters. Hyperparameter tuning is essential to optimize model performance and prevent issues like overfitting or underfitting. Techniques such as grid search, random search, and Bayesian optimization are commonly employed to systematically explore the hyperparameter space and identify optimal configurations.

Despite their remarkable predictive capabilities, one challenge of Neural Networks lies in their black-box nature, which hinders interpretability and understanding of model decisions. However, techniques such as layer-wise relevance propagation (LRP) and gradient-based attribution methods can provide insights into feature importance and highlight the contribution of input features to model predictions. This feature importance analysis aids in model interpretation and decision-making processes.
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![Figure 2: Neural Network Classification Example](neural\_network\_classification\_example.png)

* 1. **eXplainable Artificial Intelligence**

eXplainable Artificial Intelligence (XAI) has emerged as a critical area of research aimed at enhancing the transparency, interpretability, and trustworthiness of machine learning models (see, for example, Wachter et al., 2017). In this section, we provide an overview of XAI principles and delve into the concept of counterfactual methods, a subset of XAI techniques that facilitate insightful explanations of model predictions.

Overall, XAI encompasses a diverse set of methodologies and techniques designed to elucidate the decision-making process of machine learning models. As AI (Artificial Intelligence) systems become increasingly complex and ubiquitous, there is a growing need for transparency and interpretability to foster trust and facilitate human understanding of model behavior. XAI aims to address this need by providing explanations that are understandable, intuitive, and actionable for end-users, stakeholders, and domain experts.

In particular, counterfactual methods represent a prominent approach within the realm of XAI, focusing on the generation of alternative scenarios or ‘counterfactuals’ to explain model predictions. The fundamental concept underlying counterfactual methods is the creation of hypothetical instances that are similar to the observed data but differ in one or more attributes. By systematically altering the features of a given instance and observing the corresponding changes in model predictions, counterfactual methods provide valuable insights into the factors driving model decisions and predictions. Moreover, counterfactual explanations offer intuitive and interpretable insights into machine learning models by highlighting the causal relationships between features and model outcomes. These explanations typically take the form of “what-if” scenarios, where adjustments are made to features to generate counterfactual instances that lead to desired outcomes. By identifying the minimal changes required to alter a model prediction, counterfactual explanations shed light on the underlying decision-making process and enable decision-makers to understand the model's behavior in specific contexts (for example, in our production context the question could be “What is the minimum amount of adjustment in inputs and/or outputs that a technically inefficient DMU would need to undertake to transition into being considered efficient?”). Thus, the counterfactual method involves projecting an observation from one class onto the separating surface of the two classes, meaning the projection stops just before a change in label occurs. This ‘projection’ strategy will be incorporated to our approach in this paper to measure technical efficiency in the context of machine learning and efficiency analysis (see Section 3).

1. **Integrating ML techniques for classification and Data Envelopment Analysis**

In this section, we explore the integration of any machine learning technique for classification tasks with Data Envelopment Analysis (DEA) to enhance the measurement of technical efficiency. By combining the strengths of both methodologies, we aim to provide robust and insightful efficiency assessments of a set of DMUs.

Before introducing our approach, we aim to elucidate the reinterpretation of DEA, through a graphical toy example (Figure 3), as a classification method that also resorts to counterfactual analysis. DEA can be conceptualized as a classification model wherein the two classes represent feasible and infeasible units of production, with the boundary delineating the separating surface and efficient units positioned precisely onto this surface. Furthermore, this reinterpretation implies that typical efficiency measures utilized in DEA stem from the application of eXplainable Artificial Intelligence (XAI) principles, particularly involving the notion of a counterfactual scenario. Specifically, the movement of an inefficient DMU, by improving its observed inputs and/or outputs in accordance with the orientation and type of efficiency measure, signifies its transition away from its original class label (feasible) through its projection onto the efficient frontier (the separating surface). This movement quantifies the level of technical inefficiency within the DEA framework, thus highlighting the conceptual linkage between DEA and XAI principles.

XXXXFigure 3. Grafico de DEA típico con una proyección de tipo radial output.

After drawing a parallel between standard DEA approaches and classification ML methods, and, most importantly for us, demonstrating that DEA efficiency measures can be seen as emerging from the concept of XAI, particularly from a counterfactual approach, we now proceed to introduce our approach. The core concept underlying our model is a multi-stage methodology aimed at enhancing efficiency assessment through the fusion of DEA and ML techniques. Our method operates in three distinct phases: Firstly, we employ standard DEA to categorize decision-making units into efficient and inefficient categories. Subsequently, in a second phase, we employ a classification ML model, wherein the response variable is the efficiency class (efficient vs. inefficient), and the features encompass both inputs and outputs. Finally, in the third phase of our approach, we ascertain a robust measure of technical inefficiency through the application of XAI principles. Specifically, given a model measuring technical efficiency (such as the output-oriented radial model), we determine the minimum increase required in the output of each inefficient DMU to transition its class from inefficient to efficient. This structured approach not only facilitates the identification of inefficiencies but also provides actionable insights for decision-makers to enhance performance. For instance, a similar concept can be extended to the efficient units within the framework of DEA. By doing so, we can ascertain a measure indicative of super-efficiency, thereby discerning among the subset of efficient DMUs. Andersen and Petersen (1993) introduced the notion of super-efficiency in DEA. This concept revolves around assessing each observation in relation to all other units within the dataset, wherein the evaluated observation is deliberately omitted from the analysis. Essentially, super-efficiency gauges the efficiency of a DMU by excluding the evaluated observation from the reference technology.

Next, we introduce our approach as an algorithm with different steps to be carried out.

**Step 1:** Utilize the additive DEA model (Charnes et al., 1985), model , to partition decision-making units into categories of efficiency and inefficiency based on the optimal value of the optimization program. A value of zero indicates that the evaluated unit is not Pareto-dominated by any technically feasible input-output combination within the standard DEA production possibility set. This condition underscores the exceptional efficiency of the evaluated unit, demonstrating that there is no room for enhancing any input and/or output without compromising the feasibility of the unit under assessment.

![](data:image/x-wmf;base64,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)

If ![](data:image/x-wmf;base64,183GmgAAAAAAAEAJYAIBCQAAAAAwVQEACQAAA8MCAAACALwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAkAJCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6j///8ACQAACAIAAAUAAAAJAgAAAAIFAAAAFAKZAaACHAAAAPsCM/7QAAAAAACQAQAAAAEAAgAQU3ltYm9sAHbzdVN2QAAAANDOZwBhQFF2+A9XdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAKHkAAAUAAAAUApkBewYcAAAA+wIz/tAAAAAAAJABAAAAAQACABBTeW1ib2wAdvN1U3ZAAAAA0M5nAGFAUXb4D1d2AAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAACkAAAAFAAAAFAKAAY8EHAAAAPsCoP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAGDLZwBhQFF2+A9XdgAAAAAEAAAALQEAAAQAAADwAQEACgAAADIKAAAAAAIAAAAsMLQDwAIFAAAAFAKvASYBHAAAAPsCbf8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAGDLZwBhQFF2+A9XdgAAAAAEAAAALQEBAAQAAADwAQAADAAAADIKAAAAAAMAAABERUEGaQBZACYBBQAAABQC2gEABBwAAAD7AjT/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgBgy2cAYUBRdvgPV3YAAAAABAAAAC0BAAAEAAAA8AEBAAoAAAAyCgAAAAACAAAAb2/VAZgBBQAAABQCgAFWABwAAAD7AqD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgBgy2cAYUBRdvgPV3YAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAQW/AAgUAAAAUAoABOQccAAAA+wKg/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdvN1U3ZAAAAAYMtnAGFAUXb4D1d2AAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAD4wwAIFAAAAFAKAAU0DHAAAAPsCoP4AAAAAAAC8AgEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAGDLZwBhQFF2+A9XdgAAAAAEAAAALQEBAAQAAADwAQAACgAAADIKAAAAAAIAAAB4eesBwAK8AAAAJgYPAG0BQXBwc01GQ0MBAEYBAABGAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwdEU01UNwAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghH0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAINBAAMAGwAACwEAAwAcAAAMAQEBAAIAg0QAAgCDRQACAINBAAAAAAsBAQAKAwABAwABAAgBAwIAf3gAAwAbAAALAQACAINvAAABAQAKAgCCLAACAH95AAMAGwAACwEAAgCDbwAAAQEAAAoCAJYoAAIAlikAAAIEhj4APgIAiDAAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AdiEAigIAAAoABgAAACEAigIAAAAAWNVnAAQAAAAtAQAABAAAAPABAQADAAAAAAA=), then DMU ![](data:image/x-wmf;base64,183GmgAAAAAAAMAEQAIBCQAAAACQWAEACQAAAwwCAAACAJ8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAsAECwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6j///+ABAAA6AEAAAUAAAAJAgAAAAIFAAAAFAKZATAAHAAAAPsCM/7QAAAAAACQAQAAAAEAAgAQU3ltYm9sAHbzdVN2QAAAALjPZwBhQFF2+A9XdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAKDYAAAUAAAAUApkBCwQcAAAA+wIz/tAAAAAAAJABAAAAAQACABBTeW1ib2wAdvN1U3ZAAAAAuM9nAGFAUXb4D1d2AAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAACkAAAAFAAAAFAKAAR8CHAAAAPsCoP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAEjMZwBhQFF2+A9XdgAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAAsAMACBQAAABQC2gGQARwAAAD7AjT/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgBIzGcAYUBRdvgPV3YAAAAABAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAb2/VAZgBBQAAABQCgAHdABwAAAD7AqD+AAAAAAAAvAIBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgBIzGcAYUBRdvgPV3YAAAAABAAAAC0BAAAEAAAA8AEBAAoAAAAyCgAAAAACAAAAeHnrAcACnwAAACYGDwA0AUFwcHNNRkNDAQANAQAADQEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAcHRFNNVDcAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIR9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAwABAwABAAgBAwIAf3gAAwAbAAALAQACAINvAAABAQAKAgCCLAACAH95AAMAGwAACwEAAgCDbwAAAQEAAAoCAJYoAAIAlikAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AdiEAigIAAAoABgAAACEAigIBAAAAQNZnAAQAAAAtAQEABAAAAPABAAADAAAAAAA=) is (technically) inefficient. The set of all inefficient DMUs is denotes as ![](data:image/x-wmf;base64,183GmgAAAAAAACABgAEDCQAAAACyXgEACQAAAyABAAACAH0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAASABCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///83////gAAAATQEAAAUAAAAJAgAAAAIFAAAAFAJAAUUAHAAAAPsCoP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAGDLZwBhQFF2+A9XdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAASXnAAn0AAAAmBg8A8ABBcHBzTUZDQwEAyQAAAMkAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHB0RTTVQ3AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEfRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg0kAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAAIQCKAgAACgAGAAAAIQCKAv////9Y1WcABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==). Otherwise, that is, if ![](data:image/x-wmf;base64,183GmgAAAAAAAEAJYAIBCQAAAAAwVQEACQAAA8MCAAACALwAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAkAJCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6j///8ACQAACAIAAAUAAAAJAgAAAAIFAAAAFAKZAaACHAAAAPsCM/7QAAAAAACQAQAAAAEAAgAQU3ltYm9sAHbzdVN2QAAAANDOZwBhQFF2+A9XdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAKHkAAAUAAAAUApkBewYcAAAA+wIz/tAAAAAAAJABAAAAAQACABBTeW1ib2wAdvN1U3ZAAAAA0M5nAGFAUXb4D1d2AAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAACl5AAAFAAAAFAKAAY8EHAAAAPsCoP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAGDLZwBhQFF2+A9XdgAAAAAEAAAALQEAAAQAAADwAQEACgAAADIKAAAAAAIAAAAsMLQDwAIFAAAAFAKvASYBHAAAAPsCbf8AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAGDLZwBhQFF2+A9XdgAAAAAEAAAALQEBAAQAAADwAQAADAAAADIKAAAAAAMAAABERUEAaQBZACYBBQAAABQC2gEABBwAAAD7AjT/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgBgy2cAYUBRdvgPV3YAAAAABAAAAC0BAAAEAAAA8AEBAAoAAAAyCgAAAAACAAAAb2/VAZgBBQAAABQCgAFWABwAAAD7AqD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgBgy2cAYUBRdvgPV3YAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAQW/AAgUAAAAUAoABOQccAAAA+wKg/gAAAAAAAJABAAAAAQACABBTeW1ib2wAdvN1U3ZAAAAAYMtnAGFAUXb4D1d2AAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAD1vwAIFAAAAFAKAAU0DHAAAAPsCoP4AAAAAAAC8AgEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAGDLZwBhQFF2+A9XdgAAAAAEAAAALQEBAAQAAADwAQAACgAAADIKAAAAAAIAAAB4eesBwAK8AAAAJgYPAG0BQXBwc01GQ0MBAEYBAABGAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwdEU01UNwAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghH0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQABAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAINBAAMAGwAACwEAAwAcAAAMAQEBAAIAg0QAAgCDRQACAINBAAAAAAsBAQAKAwABAwABAAgBAwIAf3gAAwAbAAALAQACAINvAAABAQAKAgCCLAACAH95AAMAGwAACwEAAgCDbwAAAQEAAAoCAJYoAAIAlikAAAIEhj0APQIAiDAAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AdiEAigIAAAoABgAAACEAigIAAAAAWNVnAAQAAAAtAQAABAAAAPABAQADAAAAAAA=), then DMU ![](data:image/x-wmf;base64,183GmgAAAAAAAMAEQAIBCQAAAACQWAEACQAAAwwCAAACAJ8AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAsAECwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6j///+ABAAA6AEAAAUAAAAJAgAAAAIFAAAAFAKZATAAHAAAAPsCM/7QAAAAAACQAQAAAAEAAgAQU3ltYm9sAHbzdVN2QAAAALjPZwBhQFF2+A9XdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAKDYAAAUAAAAUApkBCwQcAAAA+wIz/tAAAAAAAJABAAAAAQACABBTeW1ib2wAdvN1U3ZAAAAAuM9nAGFAUXb4D1d2AAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAACkAAAAFAAAAFAKAAR8CHAAAAPsCoP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAEjMZwBhQFF2+A9XdgAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAAsAMACBQAAABQC2gGQARwAAAD7AjT/AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgBIzGcAYUBRdvgPV3YAAAAABAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAb2/VAZgBBQAAABQCgAHdABwAAAD7AqD+AAAAAAAAvAIBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgBIzGcAYUBRdvgPV3YAAAAABAAAAC0BAAAEAAAA8AEBAAoAAAAyCgAAAAACAAAAeHnrAcACnwAAACYGDwA0AUFwcHNNRkNDAQANAQAADQEAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAcHRFNNVDcAABNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIR9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAwABAwABAAgBAwIAf3gAAwAbAAALAQACAINvAAABAQAKAgCCLAACAH95AAMAGwAACwEAAgCDbwAAAQEAAAoCAJYoAAIAlikAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AdiEAigIAAAoABgAAACEAigIBAAAAQNZnAAQAAAAtAQEABAAAAPABAAADAAAAAAA=) is (technically) efficient. The set of all efficient DMUs is denotes as ![](data:image/x-wmf;base64,183GmgAAAAAAAIABgAECCQAAAAATXgEACQAAAyABAAACAH0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKAAYABCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///83///9AAQAATQEAAAUAAAAJAgAAAAIFAAAAFAJAAUUAHAAAAPsCoP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAGDLZwBhQFF2+A9XdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAARXnAAn0AAAAmBg8A8ABBcHBzTUZDQwEAyQAAAMkAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHB0RTTVQ3AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEfRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg0UAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQAAIQCKAgAACgAGAAAAIQCKAv////9Y1WcABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==).

Step 2: Addressing the challenge of class imbalance is crucial for prediction by means of ML techniques (see, for example, XXXX). In particular, in our production context, datasets typically exhibit a higher proportion of inefficient units, which can skew model outcomes and adversely affect the accuracy of predictions. To overcome this hurdle, we propose balancing the sample of data. This step involves adjusting the class distribution to achieve parity between efficient and inefficient units. The selected technique for achieving this balance is synthetic data generation. In practice, this method is primarily applied to augment the representation of efficient units, which are often less prevalent in real datasets. This enrichment of the dataset contributes to more effective generalization by mitigating the bias introduced by the original class imbalance. Next, we talk about the process that we implement in practice to generate the synthetic units.

CONTAR AQUI COMO SE GENERAN LAS UNIDADES EFICIENTES PARA BALANCEAR LAS CLASES.

**Step 3:** Implement a classification ML model in this phase, where the dependent variable denotes the efficiency status (efficient [class +1] vs inefficient [class -1]), while the independent variables (features) comprise the input and output vectors. In this step, the parameters of the ML model will also be fine-tuned through cross-validation, ensuring the determination of an optimal parameter configuration and a final classification model ![](data:image/x-wmf;base64,183GmgAAAAAAAKAEQAIACQAAAADxWAEACQAAA/wBAAACAJAAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAqAECwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6j///9gBAAA6AEAAAUAAAAJAgAAAAIFAAAAFAKZASwBHAAAAPsCM/7QAAAAAACQAQAAAAEAAgAQU3ltYm9sAHbzdVN2QAAAANDOZwBhQFF2+A9XdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAKAAAAAUAAAAUApkB+wMcAAAA+wIz/tAAAAAAAJABAAAAAQACABBTeW1ib2wAdvN1U3ZAAAAA0M5nAGFAUXb4D1d2AAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAACl5AAAFAAAAFAKAAZUCHAAAAPsCoP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAGDLZwBhQFF2+A9XdgAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAAsAMACBQAAABQCgAE1ABwAAAD7AqD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB283VTdkAAAABgy2cAYUBRdvgPV3YAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAR3nAAgUAAAAUAoAB2QEcAAAA+wKg/gAAAAAAALwCAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AYMtnAGFAUXb4D1d2AAAAAAQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAHh5ZQHAApAAAAAmBg8AFgFBcHBzTUZDQwEA7wAAAO8AAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHB0RTTVQ3AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEfRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIEhZMDRwMAAQMAAQAIAQMCAH94AAIAgiwAAgB/eQAAAgCWKAACAJYpAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAHYhAIoCAAAKAAYAAAAhAIoCAQAAAFjVZwAEAAAALQEBAAQAAADwAQAAAwAAAAAA). ![](data:image/x-wmf;base64,183GmgAAAAAAAKAEQAIACQAAAADxWAEACQAAA/wBAAACAJAAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAqAECwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6j///9gBAAA6AEAAAUAAAAJAgAAAAIFAAAAFAKZASwBHAAAAPsCM/7QAAAAAACQAQAAAAEAAgAQU3ltYm9sAHbzdVN2QAAAANDOZwBhQFF2+A9XdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAKAAAAAUAAAAUApkB+wMcAAAA+wIz/tAAAAAAAJABAAAAAQACABBTeW1ib2wAdvN1U3ZAAAAA0M5nAGFAUXb4D1d2AAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAACl5AAAFAAAAFAKAAZUCHAAAAPsCoP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAGDLZwBhQFF2+A9XdgAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAAsAMACBQAAABQCgAE1ABwAAAD7AqD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAB283VTdkAAAABgy2cAYUBRdvgPV3YAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAR3nAAgUAAAAUAoAB2QEcAAAA+wKg/gAAAAAAALwCAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AYMtnAGFAUXb4D1d2AAAAAAQAAAAtAQAABAAAAPABAQAKAAAAMgoAAAAAAgAAAHh5ZQHAApAAAAAmBg8AFgFBcHBzTUZDQwEA7wAAAO8AAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHB0RTTVQ3AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCEfRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAAEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIEhZMDRwMAAQMAAQAIAQMCAH94AAIAgiwAAgB/eQAAAgCWKAACAJYpAAAAAAoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAAABAgIiU3lzdGVtAHYhAIoCAAAKAAYAAAAhAIoCAQAAAFjVZwAEAAAALQEBAAQAAADwAQAAAwAAAAAA) predicts the classification of input-output bundle ![](data:image/x-wmf;base64,183GmgAAAAAAAMADQAIACQAAAACRXwEACQAAA8cBAAACAI0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAsADCwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///6j///+AAwAA6AEAAAUAAAAJAgAAAAIFAAAAFAKZATAAHAAAAPsCM/7QAAAAAACQAQAAAAEAAgAQU3ltYm9sAHbzdVN2QAAAALjPZwBhQFF2+A9XdgAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAKAAAAAUAAAAUApkB/wIcAAAA+wIz/tAAAAAAAJABAAAAAQACABBTeW1ib2wAdvN1U3ZAAAAAuM9nAGFAUXb4D1d2AAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAACkAAAAFAAAAFAKAAZkBHAAAAPsCoP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAEjMZwBhQFF2+A9XdgAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAAAsecACBQAAABQCgAHdABwAAAD7AqD+AAAAAAAAvAIBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgBIzGcAYUBRdvgPV3YAAAAABAAAAC0BAQAEAAAA8AEAAAoAAAAyCgAAAAACAAAAeHllAcACjQAAACYGDwAQAUFwcHNNRkNDAQDpAAAA6QAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAcHRFNNVDcAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIR9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEAAQABAgICAgACAAEBAQADAAEABAAACgEAAwABAwABAAgBAwIAf3gAAgCCLAACAH95AAACAJYoAAIAlikAAAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AdiEAigIAAAoABgAAACEAigIAAAAAQNZnAAQAAAAtAQAABAAAAPABAQADAAAAAAA=) as (technically) efficient (+1) or inefficient (-1).
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In particular, to solve model , we will employ an approximate strategy outlined as follows (inspirated by the line search algorithm without using derivatives by Bazaraa et al., 2006). CONTAR.
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Furthermore, we also use ML techniques, specifically Support Vector Machine (SVM) and Neural Networks (NN), to elucidate the significance of variables within our model. ML methods offer a robust framework for feature importance analysis, allowing us to discern the most influential factors driving the efficiency classification of decision-making units (DMUs). For SVM models, variable importance is typically inferred through examining the weights assigned to support vectors, where larger weights correspond to greater importance in separating different classes or categories. Additionally, techniques such as Recursive Feature Elimination (RFE) can be employed to iteratively identify and remove less relevant variables, thereby emphasizing the ones contributing most significantly to model performance. On the other hand, NN employ diverse strategies for assessing variable importance, including sensitivity analysis, gradient-based methods, and layer-wise relevance propagation. Sensitivity analysis involves perturbing individual input variables and observing the resulting changes in model output, providing insights into their relative impact. Gradient-based methods leverage the gradients of loss functions with respect to input variables to quantify their contribution to model predictions. Layer-wise relevance propagation decomposes prediction scores across network layers, attributing relevance to input features based on their influence on subsequent layers' activations. By harnessing these sophisticated techniques within our SVM and NN frameworks, we aim to unravel the nuanced interplay between input-output variables and efficiency outcomes, thus enhancing the interpretability and utility of our DEA-ML integration approach.

Next, we will illustrate our method through a toy numerical example, complemented by several figures. For the classification ML model, we will employ Support Vector Machines (SVM).

XXXX Aquí debe mostrarse además con mucho detalle qué se hace con los hiperparametros, cómo se mide la importancia de las variables, etc, etc. Que se modifica el ranking de ineficiencia. Que se genera un ranking para las eficientes (interpretado como supereficiencia). Comparar con la eficiencia que da DEA y la supereficiencia que da DEA. Etc.

In the following section, we will demonstrate the merits of our method through its application to an empirical example based on data from the Programme for International Student Assessment (PISA) report. This empirical application will serve to showcase the practical effectiveness and utility of our approach in real-world scenarios, particularly in the context of educational performance evaluation and policy formulation.

1. **An empirical application: the efficiency assessment of the Spanish educational sector**

In this section, we will exemplify the application of our novel algorithm to a genuine dataset sourced from a public service, thereby evaluating its efficacy in estimating the Data Generating Process (DGP), responsible for generating the sample, and making predictions for unobserved data outputs. To illustrate our methodology, we will utilize data obtained from the Programme for International Student Assessment (PISA), administered by the Organization for Economic Co-operation and Development (OECD). PISA evaluates the competencies of students nearing the end of compulsory education, assessing their aptitude in essential academic skills necessary for effective participation in contemporary societies. Our empirical investigation focuses on analyzing schools as the fundamental unit, consistent with prevailing practices in educational efficiency evaluations (Johnes, 2015; Witte and López-Torres, 2017). This selection ensures alignment with prior research and relevance to ongoing discussions concerning educational institutions and their operational effectiveness. The dataset utilized encompasses data from the year 2018, comprising anonymized records from 1047 Spanish schools randomly selected by the OECD.

Spain's educational system is decentralized, organized into autonomous communities, each with distinct educational policies and practices. This decentralized structure adds complexity to our analysis, as variations across regions can significantly influence overall educational performance in PISA assessments. Understanding these regional nuances is essential for accurate interpretation and targeted interventions within Spain's diverse educational landscape.

Assessing efficiency in the education sector involves examining input variables such as educational resource quality (EDUQUAL), reflecting available physical resources; the socioeconomic status index of students (ESCS), and the teacher-student ratio (TSRATIO), representing human resources within each school. Output variables considered are standardized test scores in mathematics (PVMATH), reading (PVREAD), and science (PVSCIE). Table 1 presents average values for each variable, along with standard deviations (in parentheses) and sample sizes for each autonomous community.

The observed variability in input and output variables across regions underscores significant disparities in educational resources and outcomes, emphasizing the need to investigate regional differences comprehensively. Given that the PISA dataset represents only a subset of the total population, our objective is not to calculate precise technical efficiencies of observed schools. Instead, we aim to leverage the estimated education production function to predict outcomes for schools beyond the observed sample. Consequently, a compelling scenario for educational decision-makers involves optimizing the allocation of educational and human resources to enable schools to attain or surpass certain thresholds in mathematics, reading, and science scores. Notably, modifying the socioeconomic status of students (ESCS), primarily determined by school location, may not be readily feasible for this purpose.

TABLA DE DESCRIPTIVOS

Building upon this production framework, we will employ the technique described in this paper, which combines ML techniques for classification and DEA, to determine a robust technical efficiency analysis. This approach allows us to capture the complex intricacies and idiosyncrasies of the educational sector in Spain, providing a more accurate and contextualized perspective efficiency.

RESULTADOS Y TODOS SUS COMENTARIOS (SIN hablar de hiperparametros, etc, etc con mucho detalle, solo se mencionan de pasada)

Finally, it is worth mentioning that our integration of Machine Learning with Data Envelopment Analysis may be also used to extrapolate efficiency assessments to unseen data, such as schools not included in the initial PISA sample. This capability is particularly valuable in educational policy making, where decision-makers need to predict and evaluate the efficiency of organizations that were not part of the (random) data sample that was used in the original study. In particular, our method utilizes classification models trained on known PISA data to establish a predictive framework that can assess whether an unseen school would likely operate efficiently or not based on its inputs, outputs and context variables. In cases where a school is predicted to be inefficient, our model not only quantifies the level of inefficiency but also provides specific output targets that the school needs to achieve to be considered efficient. Moreover, this predictive ability enhances the practical utility of standard DEA by extending its applicability beyond the traditional analysis of existing units to include even potential future or hypothetical units. Such a predictive model is instrumental for educational authorities as it allows for proactive rather than reactive measures in resource allocation and policy planning. By enabling the evaluation of schools outside the observed dataset, our approach offers a robust tool for continuous improvement and strategic planning in education systems.

1. **Conclusions and future work**

After examining existing literature, it is clear that a growing number of researchers are focusing on the combined use of ML-DEA methodologies to predict organizational efficiency across various sectors. Although many of these studies focus on utilizing these methodologies to explore the interplay between machine learning enhancements and traditional DEA approaches, our research introduces a new dimension by integrating classification models with DEA. This fusion is not merely theoretical but also practically applicable, as demonstrated through our empirical study using PISA data. Our findings underscore that integrating ML classifiers with DEA not only helps in predicting the efficiency status of decision-making units (or even unseen data) but also in refining the evaluation process of observations by introducing new judgment elements into the nature of traditional DEA assessments.

The advantages of our integrated approach extend beyond just analytical improvements. They also offer practical benefits in terms of scalability and adaptability. The model's ability to handle large datasets efficiently makes it especially relevant in the era of big data, where organizations across sectors are looking to leverage vast amounts of information for enhanced decision-making. Additionally, the flexibility of the ML-DEA framework means it can be tailored to specific sector needs, whether it be healthcare, education, or finance, providing customized efficiency assessments that are both insightful and actionable.

The integration of Machine Learning models with Data Envelopment Analysis represents a compelling advancement in the realm of efficiency analysis, offering a more nuanced understanding and interpretability of the results through variable importance ranking. This synthesis not only enhances traditional DEA by addressing its limitations—such as handling nonlinearity and model overfitting—but also leverages the computational prowess of ML to uncover intricate patterns and relationships within data that are otherwise not discernible. By employing ML techniques, particularly classification models, alongside DEA, we can effectively rank inputs, outputs, and environmental variables in terms of their impact on efficiency scores. This ranking is crucial for decision-makers as it identifies key performance drivers, enabling targeted improvements and resource allocation. The incorporation of ML thus empowers organizations to not only measure efficiency but also to understand the underlying factors contributing to inefficiency, facilitating strategic interventions that are both precise and impactful.

Compared to other methods, the integrated ML-DEA approach brings several distinct advantages:

1. Improved Accuracy and Robustness: The integration of ML algorithms enhances the robustness of the DEA model by enabling it to handle outliers and noise effectively.

2. Enhanced Interpretability: By employing explainable AI techniques, particularly the use of counterfactual explanations within the ML-DEA framework, our method not only quantifies efficiency but also explains it.

3. Flexibility and Customization: The modular nature of our approach allows for the integration of any classification ML technique, depending on the specific characteristics of the dataset and analytical needs. This adaptability ensures that the model remains relevant across different applications and evolves alongside advancements in machine learning.

In conclusion, the new integration of ML with DEA models could represent a significant advancement in the field of efficiency analysis. Its ability to provide detailed, reliable, and actionable efficiency assessments could make it a valuable tool for researchers and practitioners alike. Ultimately, the true value and relevance of our contribution in the field of efficiency evaluation will be determined by its future application across diverse datasets and contexts, which will validate or challenge the robustness and adaptability of our approach.

Looking forward, several research avenues appear promising. First, the exploration of other machine learning techniques, such as ensemble methods (e.g., Random Forest or Boosting), could provide further improvements in the robustness and accuracy of efficiency predictions. These techniques, known for their effectiveness in capturing nonlinear relationships and high-dimensional data interactions, could be tailored to complement DEA's framework, potentially leading to more nuanced and detailed efficiency analyses. Secondly, the application of our integrated ML-DEA model to other domains, such as environmental sustainability and other public sector performance, could be highly beneficial. These areas, where efficiency and resource optimization are critical, may significantly benefit from the enhanced analytical capabilities that our model offers. Additionally, extending our model to handle real-time data could transform operational efficiency monitoring, allowing organizations to make immediate adjustments based on current performance metrics. Lastly, further research should also focus on the development of more sophisticated counterfactual methods within the ML-DEA framework. These methods would not only enhance the interpretability of the model outcomes but also allow decision-makers to perform scenario analysis and policy testing effectively. Such developments could make ML-DEA an indispensable tool in strategic planning and resource management, especially in sectors where efficiency gains translate directly into improved outcomes for stakeholders and the environment.
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1. A third line of research in the literature employs Data Envelopment Analysis (DEA) as an alternative method to conventional Machine Learning (ML) classification techniques such as Support Vector Machines (SVM), decision trees, and neural networks. In that line, DEA is utilized to classify observations based on their features. For example, it is applied to identify individuals as carriers of a rare genetic disorder from age and four blood measurements. A recent example of this type of contributions is Jin et al. (2024). [↑](#footnote-ref-1)